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Abstract

Visual question answering (VQA) is a challenging task which is required a deep understanding of language and images. Currently, most of the algorithms focus on finding the correlation between the basic question embeddings and image features by using element-wise product or bilinear pooling between these two vectors. In this paper, a deeper analysis of these features by further extracting their contextual information (without using external features) is given. A novel interpretable attention-based weighted contextual feature model is proposed for VQA task by assigning adaptive weights to their contextual features and themselves based on the importance. Due to the model’s interpretability, we also show in our paper that how this model can be applied in tasks like Conversational VQA by asking user interpretable questions to explain ambiguity.

Introduction

Visual question answering (VQA) has become a popular research problem which is being studied from the perspectives of multiple disciplines, like natural language understanding and computer vision. The target of a VQA task is to generate an answer based on an image and a related given question. The answer can be a number, yes/no or just word phrases. The task itself is not trivial as it needs to understand the image and its corresponding question and further find the correlation between the question-image pairs based on their own features and even some auxiliary external features (Frome et al. (2013); Gong et al. (2014); Malinowski et al. (2015); Yang et al. (2016); Rajani & Mooney (2016); Lu et al. (2016); Teney et al. (2017); Yu et al. (2018); Zhang et al. (2018)). Currently, most of the approaches take advantage of the concept of multiple modalities by representing images and queries separately using two embedding or feature vectors Fukui et al. (2016). The vision modal extracts the image features using a convolutional neural network (CNN)Krizhevsky et al. (2012). Comparatively, the question understanding modal generates a question embedding vector representing its semantic meanings, by using either a recurrent neural network (RNN) or Bag-of-Words approach Harris (1954). In order to locate the important information from a question-image pair, most of current approaches use the concept of attention/co-attention in their algorithms. By assigning different weights to image features, a good attention algorithm is able to select the most important features in an image that is related to a question asked. There are many ways to generate attention weights, for instance like, element-wise sum or product, multimodal compact bi-linear
pooling (MCB) Fukui et al. (2016) and etc., most of them have decent performance on VQA task. Despite the decent results obtained by using different attention mechanisms for VQA, the overall performance is still not comparable to human beings Lu et al. (2016). One of the possible reason is that human can use more context-level information in a question to imply the answer based on an image and also the image’s contextual information. By observing the attention maps and test results generated by one of the current state-of-the-art VQA model, we notice that most of the wrong answers are generated due to two reasons: 1. The question and its context-level information is not fully understood by the system, hence a correct answer cannot be generated despite the right regions of an image can be located.

2. Due to the attention mechanism applied, part of the important context-level information in an image is missing, hence may adversely affect the system performance.

As an example shown in Figure 1: the orange color text is a contextual information should be de-emphasized by the model since the text in purple color is the real question need to be addressed. Though the attention map locates the correct regions in the image, but the model still cannot find the right answers correspondingly.

In order to overcome these two potential difficulties, in this paper, an interpretable new structure for VQA is designed by considering the context-level information from questions and images. Weighted contextual features structure is also proposed to balance the information from the question/image and their contextual information by assigning appropriate ratios through learning.

Our main discussions and contributions in the paper are from the following three aspects:

1. We propose a framework using contextual features extracted from multiple sources (image and query) to improve VQA performance, by further considering their cross-impact with different types of data in VQA.

2. We introduce interpretable weighted contextual feature (WCF) modules to balance the weights of the different contextual features based on their importance.

3. A brief explanation is given to explain that how to expand the model to more complicated conversational VQA tasks.

The paper structure is organized as following: A detailed system design based on the context-level information and the attention-based weighted contextual feature model will be explained in section 2. In section 3, experiments are performed to demonstrate the performance of our new system on standard VQA datasets, and examples are given to show how the weighted context information can help on Conversational VQA by asking user interpretable questions to explain ambiguity.

**An Attention-based Weighted Contextual Features (WCF) Model for Visual Question Answering (VQA)**

As described earlier, it is possible to extract contextual features in semantics using an RNN based encoder-decoder structure, or contextual features in images using MDLSTM based encoder-structure. Specifically, the RNN structure in our model is chosen as a bidirectional LSTM (BLSTM).
structure Graves & Schmidhuber (2005). Also as the VQA example given in Figure 1, it is noticed that many misinterpreted VQA task is due to the misunderstanding of the context level information from question (which is major) or images. Inspired by these observations and model features, we proposed an attention-based models using contextual features from both questions and images for the VQA task. The basic structure is as shown in figure 2.

As shown in the figure, the attention based model structure contains several sub-modules:
1. The image contextual feature extraction (I-CFE) module
2. The weighted contextual features (WCF1,2) based question-image understanding module and
3. The weighted contextual feature (WCF3) based answer generation module
Their detailed descriptions will be given in this section.

The Image Contextual Feature Extraction (I-CFE) Module

Following the Multidimensional LSTM (MDLSTM) definition as shown in Graves & Schmidhuber (2009), a detailed explanation on building the image contextual feature extraction (I-CFE) module based on MDLSTM is given in this section.

The image feature tensor containing \( k \) image features is represented by \( I \in \mathbb{R}^{k \times n \times n} \), which is normally extracted by passing the raw image data into a convolutional neural network (CNN) based image classifier, then extracting its embedding features before the last softmax layer. Then the MDLSTM encoder reads in each image feature \( I_{i,j} \) together with hidden state vectors \( h_{i,j-1} \) and \( h_{i-1,j} \), which are generated from the image features \( I_{i,j-1} \) and \( I_{i-1,j} \). These hidden states will be used as the input to another MDLSTM based decoder, such that decoded image features can be further generated. By using the similar attention mechanism as illustrated in section ??, an image contextual feature is generated as:

\[
c_{\text{con}}^{I} = \text{att}(h_{i,j}^{I}) = \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_{i,j} h_{i,j}^{I} \tag{1}
\]

where \( n \times n \) is the number of image features generated by the CNN from the raw image inputs, and \( \alpha_{i,j} \) is calculated as:

\[
\alpha_{i,j} = \frac{\exp(\tau_{i,j})}{\sum_{i=1}^{n} \sum_{j=1}^{n} \exp(\tau_{i,j})} \tag{2}
\]

\[
\tau_{i,j} = \phi(s_{I}, h_{i,j}^{I})
\]

Figure 2: A general structure for the attention based weighted contextual features (WCF) model
where $\phi(\cdot)$ is a feed-forward neural network and $s_I$ is the last hidden state generated by the MDLSTM decoder. Since there is only one feature vector generated by the decoder for each image, only the last one is applied, i.e. $s_I$.

The post-processed image features $D^I \in \mathbb{R}^{k \times n \times n}$ is generated by taking the hidden states from the encoder as the decoder’s input:

$$D^I_{i,j} = g^I(s^I_{i-1,j}, s^I_{i,j-1}, h_{i,j})$$

(3)

where $g^I(\cdot)$ is an MDLSTM decoder. Similarly, the contextual feature’s decoder output $D^I_{\text{con}} \in \mathbb{R}^{k \times 1 \times 1}$ is calculated as following:

$$D^I_{\text{con}} = g^I_{\text{con}}(s^I_{n-1,n}, s^I_{n,n-1}, c^I_{\text{con}})$$

(4)

where $s^I_{n-1,n}$ and $s^I_{n,n-1}$ are the previous decoder hidden states of $s^I_{n,n}$, and $c^I_{\text{con}}$ is the contextual image feature generated as shown in (1).

**Remarks:**

It is worth noticing that $D^I_{i,j}$ and $D^I_{\text{con}}$ are two different image-level features, one is generated by the image features decoder $g^I(\cdot)$ and the other is generated by the image contextual features decoder $g^I_{\text{con}}(\cdot)$. Also their dimensions are different as $D^I \in \mathbb{R}^{k \times n \times n}$ and $D^I_{\text{con}} \in \mathbb{R}^{k \times 1 \times 1}$, since $D^I$ corresponds to all image features and $D^I_{\text{con}}$ is only from one contextual feature $c^I_{\text{con}}$.

The Weighted Contextual Features (WCF) based Question-Image Understanding Module

After extracting the contextual feature from questions and images separately, the next important question is that how to use these features effectively based on their importance. In this paper, we proposed a weighted contextual feature (WCF) based approach to take advantage of the contextual vectors generated by our model. The first application of this technique in our problem is to understand the questions on our given images, i.e. find the features of an image that is most related to the image-question pair.

One of the most effective ways to deal with this problem is the (co-)attention mechanism by assigning an attention weight to each image feature vector then sum them together. There are several popular approaches to generate the attention weights including projection Shih et al. (2016), HieCoAtt Lu et al. (2016), MCB Fukui et al. (2016) and etc. In our model we will use the projection approach to find the attention weights as in (5):

$$\alpha_1 = \sigma((D^I)^T v_q)$$

$$\sigma(z_j) = \frac{e^{z_j}}{\sum_{k=1}^{n} e^{z_k}} \text{ for } j = \{1, \cdots, n\}$$

(5)

where $\alpha_1$ is the normalized softmax weighting ($\sigma(\cdot)$) of the inner products of the post-processed image feature vector $D^I$ and the decoded question feature vector $v_q$. Since $D^I \in \mathbb{R}^{k \times n \times n}$ and $v_q \in \mathbb{R}^{k \times 1 \times 1}$, the attention weights generated by (5) has a dimension of $\alpha_1^T \in \mathbb{R}^{1 \times n \times n}$.

So $\alpha_1$ is an attention weights of image features from the perspective of the question embedding. Similarly, we can generate another attention weight vector $\alpha_2$ by projecting the question contextual features $v^I_{\text{con}}$ on the post-processed image feature vector $D^I$, such that the useful image features based on the question contextual information can be highlighted by assigning larger attention weights:

$$\alpha_2 = \sigma((D^I)^T v_{\text{con}})$$

(6)

where $\alpha_2^T \in \mathbb{R}^{1 \times n \times n}$.

Despite that the attention weights generated by using question embedding $v_q$ and the question contextual feature $v_{\text{con}}$ has the same dimension, the naive sum of the two attention weights won’t give a decent performance in our model since the importance of a sentence embedding and that of its contextual feature may not be weighted equally. This inspires us to assign another weight parameter $\gamma_i$ to each of the attention weight $\alpha_i$, such that the importance of attention from different sources can be further learned.

$$\alpha_{1,2} = \gamma_1 \alpha_1 + \gamma_2 \alpha_2$$

$$W^I = \alpha_{1,2}^T D^I$$

(7)
where \( \gamma_2 = 1 - \gamma_1 \) and \( 0 \leq \gamma_i \leq 1 \) \( (i = \{1, 2\}) \), and \( W^I \) is the attention generated image feature by using the weighted attention vector \( \alpha_{1,2} \). \( \gamma_1 \) is updated during training through back-propagation. The generated image feature \( W^I \) using attention still doesn’t contain the image contextual features \( c^I_{con} \) generated earlier. In order to further contain this part of information, we applied our weighted mechanism again to these two vectors as

\[
G^I = \gamma_3 D^I_{con} + \gamma_4 W^I
\]

where \( \gamma_4 = 1 - \gamma_3 \) and \( 0 \leq \gamma_i \leq 1 \) \( (i = \{3, 4\}) \). \( \gamma_3 \) is updated during training through back-propagation. The generated vector \( G^I \) can be further interpreted as a projected image vector based on its understanding of the question and their contextual information.

The next step is to generate the answers based on the the question and our projected image vector \( G^I \).

**The Weighted Contextual Feature (WCF) based Answer Generation Module**

In order to generate the answer based on the given question related vectors (\( v_q \) and \( v_{con} \)) and our generated projected image vector \( G^I \), a weighted contextual feature based convolution algorithm is designed.

\[
v_{q,con} = \gamma_5 v_{con} + \gamma_6 v_q
\]

\[
A^{q,I} = G^I * v_{q,con}
\]

where \( A^{q,I} \) the vector generated by convolution \( G^I * v_{q,con} \). \( \gamma_5 = 1 - \gamma_6 \) and \( 0 \leq \gamma_5 \leq 1 \) \( (i = \{5, 6\}) \), and \( \gamma_5 \) is updated during training through back-propagation.

The convolution operation can be further rewritten as

\[
G^I * v_{q,con} = FFT^{-1}(FFT(v_{q,con}) \cdot FFT(G^I))
\]

\( FFT(\cdot) \) stands for the Fourier transform, and \( FFT^{-1} \) is the inverse Fourier transform.

The final answer is generated by passing \( A^{q,I} \) through one fully connected layer and one more softmax layer, such that a one-hot vector is generated for the answer.

**Remarks:**

It is worth to noticing that the weighted multiple models (multi-modal) structure has been widely used in many research domains, including reinforcement learning (Narendra et al. (2015a, 2016)), system identification (Wang (2017); Narendra et al. (2014, 2015b)), image processing (Bowyer et al. (2006); Collignon et al. (1995)), NLU (Wang et al. (2018a,b)), Question-Answering (Wang & Jin (2019)) and adaptive control (Murray-Smith & Johansen (1997)) etc. Some of them uses two models to compensate each other, and the others use more than two model to boost the performances using collective information. It has shown extremely good results on these applications using these various multiple models structures.

**Experiment**

In this section, we evaluate our new model’s performance on the several visual question understanding datasets

**Datasets**

**MSCOCO VQA Datasets:** This dataset contains a total of more than 200K images, in which 82,783 images are for training, 40,504 images are for validation, and another 81,434 images for testing. There are 3 questions per image and 10 answers per question. There is another 25% of the test dataset are used as the test-dev data. Currently there are two versions of VQA datasets (v1 Antol et al. (2015) and v2 Goyal et al. (2017)), with same number of images but different number of questions, and we use VQA v2 on which to perform our experiment.

We report our evaluation results using both the test-standard dataset and the test-dev dataset. Also, the results are evaluated on the open-ended (VQA v2) tasks. The model is trained on the train and validation set, and compared the results with the current state-of-the art models in each category and the whole dataset.
Figure 3: Comparison examples between A-WCF and one of the state-of-the-art models

Experiment Setup

Different Models

We test our attention based WCF (A-WCF) model with several different setups:

- **A-WCF model without question contextual features**: In this model setup, we remove the question contextual features $v_{con}$ in Figure 2, hence the weight parameters $\gamma_1$, $\gamma_2$, $\gamma_3$ and $\gamma_4$ are removed from the system during training. The entire model only contains one set of weighted contextual features, i.e. the image contextual features $D_{con}$.
- **A-WCF model without image contextual features**: The second model setup is by removing the image contextual features from the A-WCF model which eliminate two weight parameters $\gamma_3$ and $\gamma_4$.
- **A-WCF model with both question and image contextual features**: This is the original model as shown in Figure 2.

Architecture Parameters

The image features are extracted from a 152-layer Residual Network He et al. (2016), which is pretrained on the ImageNet dataset Deng et al. (2009). The features extracted before the last classifier layer ("pool5") are used as the image feature inputs to the MDLSTM classifier. Following the model setup in Fukui et al. (2016), the image feature’s dimension generated is $I \in \mathbb{R}^{2048 \times 14 \times 14}$. The dimension of MDLSTM encoder-decoder is set as 2, and the number of units is also chosen as 2048 to keep the dimension consistent. On the question side, a given question is firstly tokenized into words, and 100-D word vectors are generated from GloVe word2vec representations Pennington et al. (2014). Then these word vectors are fed into the BLSTM structure with 2048 number of units. The decoder RNN has the same number of units such that $v_q \in \mathbb{R}^{2048 \times 1}$. The other vectors’ dimension information can be found directly in Figure 2.

The Adam stochastic optimizer is used with a learning rate 0.002 and also early-stopping is also applied if there is no improvement for the last 30 epochs.
Experiments

A-WCF: An Interpretable Structure

In this subsection, we would like to give some visual examples showing how A-WCF structure is interpreted by taking advantage of the image and contextual features. Figure 3 gives two examples using three different A-WCF setups. In the first example, there is a post-position "kicking the ball" for "the person", where a question level contextual feature should be used to understand the question correctly. Otherwise, a model may not be able to focus on the correct sub-regions on image since it doesn’t fully understand the question. In the third setup, by removing the image level contextual feature, the model now can locate the correct sub-regions on image, however, it still cannot generate the correct answers since contextual correlations between the masked sub-regions cannot be fully understood, so wrong answers are generated in the case when there is not image context features.

Similarly, in the second example, the question-level semantic context feature helps locate the correct sub-region(s) on the image, where the "type of material" should be identified. Then the image context features will help to generate the correct answer by filtering out some noisy image information (like 5 baseball bats) by giving the a lower weight, hence generate the correct answer.

From the above two examples, we can see that the question-level semantic context features help the system locate the correct question-related sub-regions (like masking) on the image, and the image level context feature mainly help the system to generate correct answers by assigning appropriate weights to the extracted sub-regions.

In the next section, more quantitative results will be given using our model, and compared with some base models on VQA datasets.

Experiments on VQA datasets

Our model with three different set-ups are trained on the train+validation MSCOCO VQA v2 dataset, and further compared with the state-of-the-art models. The results are shown in Table 1.

One observation for Table 1 is that the model without question contextual features has far inferior performance than the one without image contextual features and the model with both contextual features. It demonstrates the importance of question contextual features to our system. The model A-WCF with both image and question contextual features outperforms the previous state-of-the-art results on most of the categories in VQA v2. It is also excited to show that our model even gives a better performance than the ensemble/stacking based models.

<table>
<thead>
<tr>
<th></th>
<th>Test-dev (%)</th>
<th></th>
<th>Test-standard (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Y/N Num. Other All Categories</td>
<td>Y/N Num. Other All Categories</td>
<td></td>
</tr>
<tr>
<td>VQA v2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MFH Ensemble</td>
<td>NA NA NA</td>
<td>86.65 51.13 61.75 70.92</td>
<td></td>
</tr>
<tr>
<td>Yu et al. (2018)</td>
<td>83.14 51.62 58.97 68.09 83.56 51.39 59.11 68.41</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yan Model</td>
<td>FAIR A-STAR</td>
<td>87.82 51.54 63.41 72.12 87.82 51.59 63.43 72.25</td>
<td></td>
</tr>
<tr>
<td>Zhang et al. (2018)</td>
<td>A-WCF w/o Question Context</td>
<td>83.26 50.32 59.84 69.63 83.38 50.12 59.82 69.56</td>
<td></td>
</tr>
<tr>
<td>A-WCF w/o Image Context</td>
<td>85.24 51.25 61.22 70.98 85.63 51.26 61.25 71.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A-WCF</td>
<td>88.93 51.48 61.98 72.86 88.98 51.65 62.62 72.89</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Application to Conversational VQA tasks

Due to the interpretability of the model, it is possible for us to take advantage of its properties to get even better VQA results based on a conversation between user and the system. For example, when the VQA system is not sure about the correctness of its answer, it can ask the user to clarify those parts in his question where our system generates higher attention weights, or ask the user whether specific regions in an image with high attention weights should be highlighted. One conversational VQA example using our model is illustrated in Figure 4.
Following is an analysis of the example in Figure 4:

1. As shown in the example, in the first round, the result image attention map highlights the protective headgear, but the query attention gives a higher attention weights on phrase “playing basketball.” There is a conflict between the stress points of the image and query.

2. Assume that the difference between the weight of the query feature ($\gamma_5$) and that of the image feature ($\gamma_6$) is larger than a threshold $T_r$, then trigger the next step to ask for another round to clarify. There are two ways for asking questions: one is to ask question on query and the other is to ask question on image. We will choose the one has a larger weight to ask.

3. If the user says “yes”, then raise the value of contextual image/query weight, i.e. $\gamma_5 \gamma_6$, and the other weight is equal to $1 - (\gamma_5 \gamma_6)$.

4. Do steps 1-3 until there is no conflict between between the stress points of the image and query, and also the difference between the weights of query and image features are within our threshold $T_r$, then use the answer at that step as our final answer.

This is one of the examples showing that how to effectively use our attention weights to build conversations between our system and users, such that a better VQA results can be obtained. There are many other approaches to use these weights on conversational VQA tasks, which are currently under investigation.

Conclusion

In this paper, we proposed a novel interpretable attention based weighted contextual feature model to address the visual question answering problem. By using the contextual features with adaptive weights from both questions and images, it gives us the advantage to pinpoint the most important part of questions and images, and de-emphasize the less important features. We generate the new state-of-the-art results on the MSCOCO VQA v2 dataset for the open-ended answers task. As a relative general technique, the weighted contextual feature can be further expanded to other text or image related tasks, like question-answering, summarization or visual grounding. We also show a conversational VQA example by leveraging the interpretability of our structure, which demonstrates that it may have even greater potentials on applying to more complex conversational VQA tasks.
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