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Abstract

Answering questions from documents is a foundational building block of conversational systems. End-to-end open-domain question answering (QA) systems answer natural questions from a large collection of documents. However, the need to search for answers in a broad range of specialized domains ranging from IT infrastructure to health sciences remains a challenging problem. Many of these domains lack extensive labeled training datasets. Besides, the QA system must provide real-time responses during the dialog. In this paper, we present Mindstone, a domain-specific question answering system. This system consists of a multi-stage pipeline that employs a traditional BM25-based information retriever, RM3-based neural relevance feedback, neural ranker, and a transformer machine reading comprehension stage. Mindstone also incorporates techniques that, starting with a small labeled domain-specific dataset, use data augmentation to improve the accuracy of question answering and allow Mindstone to generalize to new domains. Mindstone greatly outperforms state-of-the-art methods for end-to-end open-domain question answering from Wikipedia articles. Our domain adaption techniques significantly improve pipeline accuracy for new domains.

1 Introduction

Answering questions from documents and text passages is a foundational building block of conversational systems. During a conversation, users ask natural questions that can be answered as a contiguous text span from passage based on the question and the conversation history. In this paper, we introduce Mindstone, a domain-adaptive question answering (QA) system, which answers user’s questions from large collection of documents. We present results for QA over Wikipedia as well as domain-specific questions in the area of enterprise data warehouse [1]. While this paper focuses on single-turn QA, the techniques described can also be applied to multi-turn conversational systems.

One of the first significant open-domain QA system was DrQA [7] that combined term-based information retrieval techniques with a multi-layer RNN-based reader to identify answers in Wikipedia articles. In more recent work, BERTserini [24] integrates the Anserini retriever [23] with BERT [8], to obtain large improvements over prior results for answering questions from Wikipedia. While BERT and other pre-trained transformer models have enabled machine comprehension systems to reach state of the art performance on paragraph-level datasets (SQuAD EM/F1=89.7/92.2 [2]), the overall QA retriever-reader pipeline score is about half this number.

We have improved the end-to-end performance of QA systems by using a BERT-based neural ranker with RM3-based neural relevance feedback. This has enabled Mindstone achieve a new state-of-the-art QA pipeline performance on Wikipedia by a significant margin. In this paper, we also show how a
very small domain-specific labeled dataset combined with automated data augmentation and dataset creation and a neural ranker allows QA systems to generalize to questions in new domains.

In the rest of the paper, we discuss background and related work in Section 2. Section 3 describes the specialized data warehousing related QA dataset we use for our experiments. Section 4 describes the key components of the Mindstone QA pipeline. The experimental setup and results are described in Sections 5 and 6 respectively.

2 Background and Related Work

The machine reading task of answering questions from a piece of text has made great progress in recent years. There are two primary reasons for this. The first one is the creation of datasets like QACNN/DailyMail [9], WikiQA [25], and SQuAD [16] and the QAngaroo multi-hop comprehension database [20], and the CoQA [17] conversational question answering dataset. The second is the considerable progress in deep learning architectures like attention-based and memory augmented neural networks [4, 21], Transformers [18] and pre-trained models [8]. In this paper, we focus on the problem of Open-Domain Question Answering (QA) which involves searching though a large collection of documents for the span of text in one or more documents that best answers the user’s question. While our work focuses on single-turn question answering, the retrieval and ranking techniques described our work can also be applied to multi-turn conversational systems.

Until recently, open-domain question answering has been mostly addressed through the task of answering from structured knowledge bases such as WebQuestions [5] and Simple Questions [6]. However, KB limitations such as incomplete or missing information and fixed schemas, and the recent advances in machine reading have generated new interest in question answering from a large corpora of unstructured documents. New datasets such as MS MARCO [13] where questions sampled from real anonymized user queries are paired with real web documents from the Bing search engine. The recently released Natural Questions [11] dataset includes real anonymized Google search queries paired with human-annotated answers from Wikipedia pages. Natural Questions includes two types of answers: long (an HTML tag that includes the answer) and short (a span of text). The datasets that we use in this paper (SQuAD and our data warehousing dataset) are similar to the short answers.

The DrQA system [7] answers questions from the entire Wikipedia. Its pipeline combines a document retriever and a bidirectional RNN paragraph reader. While the paper employs a document-level retriever based on bigram hashing and TF-IDF matching, our experience has been that a BM25-based paragraph-level retriever with article titles prepended to paragraphs performs better.

Yang et al. [23] have published BERTserini, which uses a paragraph-level Anserini-based retriever and a fine-tuned BERT reader for answering questions. In a follow-on work [24], Yang et al. discuss a data augmentation technique using distant supervision that collects more answerable as well as unanswerable paragraph-question pairs to train the reader. While this work established the previous best results on open-domain QA, it does not discuss any techniques for domain adaptation. Furthermore, as our experiments show, adding a neural ranker to the pipeline results in better overall performance at a higher speed.

3 Data

3.1 Corpora

For open-domain question answering, Wikipedia and Snowflake text corpora serve as our knowledge sources. We use the same 2016-12-21 English Wikipedia dump as [7], which has more than 5 million articles and 37 million paragraphs (Figure 3).

As a domain-specific corpus for IT infrastructure and data warehouse domain, we have chosen the publicly available documents for Snowflake Computing, a cloud data warehousing company, at [snowflake.com]. We crawled the publicly available webpages of Snowflake with a web crawler that processed static and dynamic pages, as well as PDF documents. Images, videos and non-text content were ignored. These were processed into documents with titles, sections and paragraphs and converted into a searchable database and index. This corpus contains 2,105 documents, with a total of 14,254 paragraphs and an average of 74 words per paragraph.
3.2 Labeled datasets

We use SQuAD version 1.1 to train the document reader. We use BERT ranker trained on MS MARCO from [14], and we finetune it further with a SQuAD-based augmented dataset.

Using data warehousing glossary terminology, and search logs, (Context, Question, Answer) tuples in a similar fashion to SQuAD version 1.1 were created. In this dataset, each question has exactly one answer, as opposed to SQuAD where answers come from three different people. Two examples are shown in Figure 1. A total of 644 question-answer pairs were created from 174 articles, and 443 paragraphs. The train and the development sets have 488, and 156 questions respectively.

Figure 2 shows answer types of questions from Snowflake compared to SQuAD. It is instructive to see that for an IT platform, the most common answer types are noun-phrase, verb phrase and adjective phrase, which are common responses to system status queries, or how-to documents.

4 Approach

4.1 Mindstone pipeline architecture

In this section, we describe the Mindstone pipeline. Following [23], we first convert the corpus articles into paragraphs. We will use paragraphs and documents interchangeably to refer to the resulting paragraphs. We also prepend article titles to each paragraph to provide some context from the full article. For each query\(^1\), all documents travel through all stages of the pipeline. Figure 3 depicts these stages and their relative order.

Assume the corpus has \( N_{\text{corpus}} \) paragraphs. In theory, retriever, ranker and reader each assign a score to every text span of every paragraph based on the user query. We use \( S_{\text{retriever}} \), \( S_{\text{ranker}} \) and \( S_{\text{reader}} \) to denote these scores. In practice, all text spans in the same paragraph have the same retriever and ranker score. Also, we only calculate \( S_{\text{ranker}} \) for top \( N_{\text{retriever}} \) documents (when sorted by retriever score) to lighten the job of the slower ranker. The final score of a span of text is a weighted average of its three scores, where the weights are tuned to maximize the exact match metric on a small subset of the training set. We normalize all scores to have a value in \((-\infty, 1]\) before taking the average.

4.1.1 Retriever

We use a TF-IDF-based retriever to retrieve \( N_{\text{retriever}} \) documents. More specifically, we use Anserini [22] based on Lucene version 8.0, and Okapi BM25. We use Anserini to index the documents as well. Our index only considers unigrams that are not in a predefined set of stop words\(^2\). The main advantage of this component is its speed, and it needs to have a high recall\(^3\) since the performance of the full pipeline is upper bounded by it.

---

\(^1\)We use query and question interchangeably.

\(^2\)Adding bigrams for a paragraph-level corpus slightly hurts the pipeline’s performance and speed. DrQA uses unigrams and bigrams for indexing, which improves the performance on an article-level corpus.

---
4.1.2 Ranker

We use a BERT-base (110M parameters) model for ranking the retrieved documents. The model is trained as a binary classifier on MS MARCO using the same method as Nogueira and Cho [14], and then fine-tuned on SQuAD. For more details on different fine-tuning approaches, see section 5. \( S_{\text{ranker}} \) is the output of the classifier before softmax layer. Our ranker takes the first 448 tokens of the paragraph and the whole query as input and outputs whether the paragraph contains an answer to the query.

4.1.3 Neural RM3

Our initial experiments showed that using RM3 [12] in retriever slightly hurts its recall. Instead, we use a method similar to RM3, but using ranker document scores instead of retriever scores. Let \( d_1, ..., d_{N_{\text{retriever}}} \) denote the sorted output of retriever and \( S_{\text{ranker}}^{1} \geq ... \geq S_{\text{ranker}}^{N_{\text{retriever}}} \) be the scores that ranker has assigned to them. Let \( v(d) \) be the vector of TF-IDF scores of the top \( T \) most common terms in document \( d \) where \( T \) is a hyperparameter. Then \( q' = \alpha q + (1 - \alpha) \sum_{S_{\text{ranker}} > 0} v(d_i) \), where \( q \) is the original query vector and \( \alpha \in [0, 1] \) is a hyperparameter, will be the expanded query. We use this new query to retrieve more documents from the corpus and feed them through ranker. This is intended to increase retriever’s recall. In the open-domain SQuAD setting, neural RM3 increases recall@100 by 6 points, but improves the exact match of the full pipeline only by 0.5 points at the expense of a slowdown. Therefore, in section 6 we report our results without neural RM3. We believe this method can be especially useful for multi-hop question answering, and leave it to future work.

4.1.4 Reader

The reader finds the exact location of the answer in the ranked documents. We assume the answer is a contiguous span of text and use the approach in [8], i.e. we use a linear layer for two token-level classification tasks to determine the start and the end position of the answer span. Paragraph and query are truncated or padded to be exactly 384 tokens in total. Since we are using version 1.1 of SQuAD, the reader always returns an answer. We experiment with both base and large BERT models.

4.2 Query generation

To make better use of very small domain-specific QA datasets such as Snowflake, Mindstone has a query generation component that given an unlabeled corpus, automatically creates more (Paragraph, Query, Answer) tuples. We train a BERT-base model to detect keywords (potential answers to the queries that will be generate) in paragraphs, then use the query generator model in [19] to generate queries from the full Snowflake corpus.
Table 1: Examples of query generator’s input (paragraph) and outputs (query and answer span).

<table>
<thead>
<tr>
<th>Paragraph</th>
<th>Extracted keyword</th>
<th>Generated query</th>
</tr>
</thead>
<tbody>
<tr>
<td>The identifier for the managed account is not the same as the account name, which is required to access the account ...</td>
<td>not the same as the account name</td>
<td>what is the identifier for the managed account of the managed account?</td>
</tr>
<tr>
<td>3.15 Release Notes March 1, 2019. This article provides a brief overview of ...</td>
<td>March 1, 2019</td>
<td>when was the release of 3.15?</td>
</tr>
<tr>
<td>Our tests showed Snowflake’s automatic concurrency scaling improved overall concurrent query performance by up to 84% ...</td>
<td>84%</td>
<td>what was the rate of concurrent query performance?</td>
</tr>
</tbody>
</table>

We use Spacy[3] to split the paragraphs of the SQuAD dataset into sentences, then create a new dataset consisting of \((p, s, k)\) tuples where \(p\) is a paragraph from SQuAD, \(s\) is a sentence from that paragraph and \(k\) is the answer span in that sentence. We train a BERT-base model to detect the start and end position of \(k\) from \(s\) given \(p\). The training procedure and hyper-parameters are identical to training a reader on SQuAD. We then use this model to predict keywords from each sentence in the Snowflake corpus. To improve the quality of keywords and since not all sentences contain a keyword, we remove keywords that the keyword extractor is uncertain about, i.e. their scores are lower than some threshold. We then use the trained LSTM-based model from \([19]\) to generate questions from the corpus and the extracted keywords. Note that we fine-tune the keyword extractor on the small Snowflake training set, but not the query generator since we speculate its small non-pre-trained model is not data-efficient enough to benefit from such a small dataset.

In the end, we obtain 50,596 new queries. See Table [1] for a few examples. Most of the generated queries are not grammatically or semantically correct, but if used in conjunction with the training set, can improve the reader’s and pipeline’s performance.

5 Experiments

We have trained all models on the training set of the mentioned datasets. Since SQuAD’s test set is not publicly available, we use a small subset of its training set for development, and report the results on its development set.

5.1 Fine-tuning the ranker

We train the ranker on MS MARCO, and then fine-tune it on SQuAD. We experimented with three different approaches:

1. (Fine-tuning) Convert the SQuAD dataset into a binary classification task where the goal is to determine whether or not a paragraph contains the answer to the question. This is done as follows: for every (Paragraph, Question) pair in SQuAD, choose another paragraph from the same Wikipedia article that does not contain the answer string.

2. (Data augmentation 1) Use the retriever to retrieve more relevant documents from the corpus. More specifically, retrieve \(n\) documents for each question in the dataset, and add them to the new dataset. Their labels are determined according to whether or not they include the answer string.

3. (Data augmentation 2) Similar to the second approach, use the retriever to obtain \(m\) paragraphs, then rank them and use the top \(n\) results.

We use \(m = 100\) and \(n = 5\) for our experiments.

5.2 Fine-tuning the reader

For SQuAD, we use the same approach as Devlin et al. [8]. We train for 2 epochs with learning rate $3 \cdot 10^{-5}$ and batch size of 18.

For Snowflake, we use query generation to make up for the small size of the dataset. We start from the reader trained on SQuAD, then fine-tune it on the generated dataset first. A final fine-tuning is done on the Snowflake training set. This multi-step approach is more effective than training on a mixture of generated and original queries. To prevent over-fitting, we freeze every third layer of BERT during training, and change which layers are frozen after each epoch. We use learning rate $10^{-6}$ and train for 50 epochs with batch size 18.

6 Results

Unless stated otherwise, we use the same metrics (exact match, F1 and recall) as defined in [7]. $N_{\text{retriever}}$ is set to 100 for SQuAD to be comparable to prior work, and 50 for Snowflake due to its smaller corpus size.

6.1 Retriever and ranker performance

In Figure 4, retriever and ranker recalls show how much ranker improves the retrieval process. Mindstone outputs a sorted list of answers, so we can calculate accumulative exact match and F1. Top-N exact match in Figure 5 shows the probability of finding at least one exact-match answer in the top N answers.

We also analyze the performance gap between retriever and the full pipeline. Prior work and other sections of this paper all use the exact match metric in the same way: if a paragraph includes the gold answer string, it is a hit in terms of recall. However, this approach can overestimate recall for queries that have a common phrase such as a number or a person’s name as their answer. We introduce a more strict approach to calculating recall. We consider a retrieved paragraph to be a hit only if it is the same as the paragraph that crowdworkers used to write the query in the process of building SQuAD. Since the version of Wikipedia dump we are using is different from that of SQuAD’s (and other processing differences), a simple equality check would not work. We use Python’s difflib module to assign a similarity score in the range $[0, 1]$ between retrieved paragraphs and SQuAD paragraphs. We consider paragraphs that have a similarity score above 0.1 and contain the answer string to be a hit. Using this definition, Figure 4 shows that the top-N exact match and recall at N curves are almost identical. This shows that Mindstone’s reader is not the performance bottleneck, and future attempts to improve the pipeline need to be focused on the retriever or ranker.

6.2 Full pipeline performance

In this section, times are measured on a machine with a single NVIDIA V100 GPU (16GB memory) and an 8-core CPU. Mixed precision [4] is used for inference. All time measurements are averaged over 1000 queries in batch mode, and the minimum of 5 runs is reported. To have a fair comparison, we have partially re-implemented DrQA to use Anserini, which improves its speed. We have implemented [23]

and following their descriptions in the cited papers, and use our implementation to measure time. Exact match and F1, however, are directly copied from \cite{7}, \cite{23} and \cite{24}.

6.2.1 Open-domain QA with Wikipedia and SQuAD

Our main results for open-domain QA from Wikipedia using SQuAD questions are shown in Table 2. Our best-performing system has a BERT-large reader and a fine-tuned ranker. The ranker training approach that resulted in the best performance is fine-tuning followed by data augmentation with neural ranker (the first and third approach from section 5.1).

Although DrQA uses a much smaller neural network, its end-to-end time per query is greater than Mindstone since most of the time is spent on retriever (DrQA uses unigrams and bigrams, which makes the index larger and retrieval slower) and reader’s preprocessing (especially named entity recognition). BERTSerini and \cite{24} are slower than Mindstone due to the additional time spent on reader’s token-level classification and processing multiple segments for documents that are longer than BERT’s maximum sequence length. Mindstone on the other hand, only reads 2.5% of documents and its ranker only processes the truncated version of long paragraphs.

One of our findings is that adding a ranker enables a better use of a BERT-large reader. In previous approaches such as \cite{23}, using a BERT-large reader would increase query time by 63%, while in Mindstone it increases by only 2%. In addition, ranking is an easier task for a neural network to learn and requires less supervision. In particular, we were able to use a larger and more diverse dataset (MS MARCO) to train our ranker because ranking does not require query answers to be known exactly. In other words, we have built a pipeline in which most of the heavy-lifting is done by models trained on weaker - and cheaper to collect- labeled datasets.

We have conducted an ablation study and Table 3 shows the results. Note that even Mindstone with a BERT-base reader outperforms the previous state-of-the-art by 3.7 and 4.5 points in terms of exact match and F1.

Figure 5 shows that unlike DrQA (as shown in \cite{15}), later stages of the pipeline do not get confused when retriever provides them with more documents. This essentially means that there is a trade-off between speed and accuracy that can be leveraged according to the timing requirements of the application.

6.2.2 Open-domain QA with Snowflake

Our results for the Snowflake dataset are in Table 4. No ranker fine-tuning is performed. In the first and the third rows, we fine-tuned BERTSerini’s retriever and reader score weights on Snowflake, but not for Mindstone. Neither of the two models have been trained or further tuned on Snowflake. In the fourth row, reader is fine-tuned on Snowflake’s small training set. In the second, the fifth and the sixth rows, reader is fine-tuned on the generated dataset then on Snowflake’s training set.
Since in Snowflake each question has only one gold answer, exact match is a harsher metric compared to SQuAD where each question has three gold answers. Therefore, the F1 column for Snowflake results is more informative.

We observe that even without any additional training or fine-tuning, Mindstone achieves great results and outperforms other models on a new dataset, and combined with our domain-adaptation approach, it results in even bigger improvements.

7 Conclusion and Future Work

This paper makes two major contributions. First, the set of techniques presented establish new state-of-the-art results for end-to-end performance on question answering for Wikipedia/SQuAD dataset (EM=58.1, F1=65.8), with an 8 points gain over previous baseline [24]). Second, the adaption techniques demonstrate large performance gains (EM and F1 gains of more than 10 points), over a system that has not been domain adapted.

While transformer-based pre-trained models have made great strides in establishing new baselines for machine comprehension for questions over passages, a large performance gap still exists between passage-level comprehension and question answering from a collection of documents. We have used a conventional retriever supplemented with a neural ranker and neural RM3 relevance feedback to boost the performance of the end-to-end pipeline. Additionally, we have demonstrated large gains in question answering performance that can be achieved using domain adaptation techniques described in the paper. Further improving the question generation component is one direction for future work.

We have focused on building highly responsive system with a sub-second latency for question answering. While conventional retrievers can operate with a small latency, the computationally heavy ranking and reader stages that use BERT, can slow down the pipeline. This has required carefully tuning of system parameters, including number of documents retrieved and ranked, and that processed by the reader. Techniques such as [10] that reduce the model size, and newer models such as ALBERT [3] that have fewer parameters can play a role in increasing the speed of QA systems.
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A Conversational Question Answering Interface

Mindstone allows users to interact with the system using a simple chatbot-style interface, as illustrated in Figure 6.

Figure 6: Mindstone conversational interface